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Executive Summary
VISCERAL is a support action that aims at distributing a substantial amount of medical imag-
ing data together with expert annotations to the research community. The distribution will occur
in the context of two large benchmarking campaigns, that allow researchers, to evaluate their
algorithms on test data. This document outlines the goals of the first benchmark (competition
1), and describes the protocols that will be used during evaluation. The benchmark is aimed
at making data and evaluation useful to a wide variety of algorithms, in the context of medical
image analysis. On one hand we will evaluate algorithms that can localize and segment specific
anatomical structures, on the other we evaluate algorithms that learn segmentation- or localiza-
tion models for arbitrary data offering a challenge task during which algorithms have to localize
and segment a previously unseen organ.
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Notation

Ii Image or volume with index i. If it is 2D or 3D data will become clear from the context.
Ii ∈ R2 2D data such as images.

Abbreviations

LBP Local Binary Patterns
PACS Picture archiving and communication system
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1 Introduction
In the course of VISCERAL, two substantial data sets of medical imaging data will be dis-
tributed to the research community. The data will be distributed together with expert annota-
tions of organs and anatomical landmarks on part of the data. In addition to the data release,
VISCERAL will coordinate and host two benchmarking campaigns, or competitions that allow
researchers to evaluate their algorithms on test data, not available. Not making the second data
set publicly available ensures its usability for continuous evaluation in the future.

In this document we describe the goal of the first competition, that focuses on whole body
labelling in medical imaging data.

2 Benchmark Goals
The data release together with a multi-layered competition serves several purposes:

1. Access to large scale annotated medical imaging data It makes data available to a large
number of research groups, who might have advanced technology, and methodology, but
only limited access to large scale medical imaging data.

2. Fostering basic research Research groups focusing on basic science, and methodology
development, who are not directly connected to application in the clinical domain, often
have no access to medical imaging data, or precise knowledge of the relevant tasks for
which their methods might be relevant. VISCERAL aims at including these groups in the
scientific discourse, and offering them fine grained tasks by which they can evaluate also
methodology that only addresses part of an entire image processing pipeline.

3. Comparability In the past the availability of large representative data sets together with
evaluation frameworks had tremendous impact on the advance in fields ranging from
computer vision to neuroimaging. The comparability of methods is essential to assess
progress, to pinpoint difficulties shared across many methods, and to identify promising
methodology approaches.

4. Fine grained benchmarks to allow for participation of generalizable algorithms tack-
ling specific aspects of the analysis The evaluation is structured, so that algorithms, that
perform only part of the analysis pipeline such as only segmentation, or localization can
be included in the benchmark.

In the following we will first outline the tasks in the first VISCERAL competition (Sec-
tion 3), then we explain the evaluation protocol in detail in Section 4.
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Development
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Figure 1: During the development phase, annotated data is available to the participants.
They can develop, and train their algorithms.

3 Benchmark Tasks

3.1 Multi layered benchmark tasks
The benchmark tasks are (1) segmentation of anatomical structures (lung, liver, kidney) in non
annotated whole body MR- and CT- volumes, and (2) the identification of anatomical landmarks
in this data. To ensure that algorithms that for instance are only able to segment organs, but not
able to localized them in a large volume, we will provide additional initialization information, if
participants desire. The tasks that the participants algorithms have to perform in the evaluation
phase are

1. Full run segmentation: Given a whole body volume, locate and segment a specified list
of organs.

2. Full run landmarks: Given a whole body volume, locate a specified list of anatomical
landmarks.

3. Half run segmentation: Given a whole body volume, and the centroid of a specified list
of organs, segment the organs

During the the development phase (Figure 1) a part of the image data together with anno-
tations corresponding to the benchmark tasks is available to all participants. During the eval-
uation, the participant algorithms run on virtual machines provided by VISCERAL, and con-
figured by the participants. During evaluation the algorithms access the test data not available
during benchmark preparation (Figure 2).
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‘alround’ algorithms.

Challenge Evaluation

Figure 2: During evaluation, the participants algorithm perform localization, or segmen-
tation tasks, and are evaluated against a part of the gold corpus not publicly available.

3.2 The surprise organ: evaluating learning algorithms
In addition to evaluating algorithms that are developed for specific organs, we also evaluate
algorithms, that aim at generalizing their learning capabilities to arbitrary structures. Avoiding
the overfitting of methods to data, or specific problems is a hard to solve and essential problem
in medical imaging. This part of the benchmark aims to evaluate algorithms that are not tuned
to a specific organ, but instead can learn to segment, or localize any structure, given sufficient
training data.

During the development phase the data distributed is the same as for the standard challenge.
However instead of developing algorithms only for the given organs, the participants use the
data to train and develop algorithms, that learn localization- and segmentation models, that can
be transferred to structures different from those included in the development data set.

During the evaluation phase (Figure 4) the algorithms have to solve the following task:

1. Full run segmentation learner: You are given image data together with annotations of
an organ not previously seen during development for part of the image data. Learn a
segmenter that segments this organ in the non annotated part of the evaluation data.

2. Full run localization learner: You are given image data together annotations of an organ
not previously seen during development for part of the image data. Learn a localizer that
localizes the anatomical landmarks in the non annotated part of the evaluation data.

3. Half run segmentation learner: You are given image data together annotations of an organ
not previously seen during development for part of the image data. For the remaining part
you are given the centroids of the organ in question. Learn a segmenter that segments this
organ in the non annotated part of the evaluation data.
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Figure 3: Similar to the development in the standard challenge annotated data is dis-
tributed to the participants in the surprise organ challenge. However, instead of building
segmention algorithms or localization algorithms for the given organs, they develop learn-
ers that can adapt to new organs, or anatomical landmarks.

4 Evaluation Protocol

4.1 Introduction
Because large data sets are crucial in medical image analysis and retrieval research, one of the
objectives of VISCERAL is to innovate through the use of a cloud infrastructure to provide
participants with a huge amount of data with variability reflecting what is encountered in ev-
eryday practice in a hospital. It is a challenging task to make available such a large data set.
VISCERAL will master this difficulty by providing an evaluation infrastructure in the cloud:
the data will be available in the cloud, and computing instances will be provided in the cloud,
so that participants can deploy and test their algorithms in the cloud. This means moving the
software to the data, thereby avoiding problems associated with moving the data, like long
download times and sending physical disks. Computing instances will also provide evaluation
scripts that can be performed by participant to test their algorithms in the development phase.
Computing instances will be entirely financed by VICSERAL, which means that participant
shouldnt́ pay any fees. Generally, the challenge consists of three steps: registration, training
phase and evaluation phase. Each of the steps is described below.

4.2 Registration
To use the training data and take part in the benchmark, participants should register and accept
the terms of use for the data. This will be done through a registration system online, together
with a signed terms of use document.
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Figure 4: During surprise organ evaluation, the algorithms in the surprise organ chal-
lenge, have to segment or localize an organ not previously seen, after learning the seg-
menter or localizer on a small annotated data set only available during evaluation.

4.3 Training phase
Participants will be provided with a large data set of full body 3D image data together with
training annotations on a subset of the data. Each participant should use his/her own computing
instance to freely deploy and test algorithms in the cloud. Costs of using these computing
instances are covered by the organizers up to a specified limit.

Information about how to use the computing instances and about the exact formats and
communication protocol (annotation guidelines, name convention for delivered participant pro-
grams, parameter, specification, used datasets, etc.) will be provided when the benchmark is
opened.

On the benchmark deadline, control of the computing instances will pass to the organizers.
It will only be necessary to leave executable programs (satisfying the specifications) in the
computing instance. Participants should ensure that any information that they wish to keep
confidential (such as source code or confidential data) is removed from the computing instance
by the submission deadline. Figure 5 illustrates the use of cloud computing instances in the
training phase of the benchmark.

To ensure that participants master the computing instances, a test submission should be
performed short time after the benchmark (deadline for test submission will be determined on
benchmark). The goal of the test submission is to ensure submissions satisfying the specification
at challenge deadline.

4.4 Evaluation phase
On the challenge deadline, participants are disconnected from their instances which are then
connected to the organizer to perform the evaluation. Before participants are disconnected, they
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Figure 5: Use of computing instances in the cloud during the training phase.

should have deployed their algorithms in form of executable software that is ready to be used
by the organizer. Figure 6 shows the use of instances in the cloud to perform evaluation. The

Figure 6: Use of computing instances in the cloud in the evaluation phase.

participant algorithms are then applied by the organizer on a large dataset of 3D volumes to
get the participant annotations (runs). Two tasks will be considered in the benchmark: organ
identification (localization) and segmentation of anatomical structures present in the data like
bones, inner organs and relevant substructures. These two tasks are described in more detail in
section 3. The benchmark test data will consist of two parts: a small part with gold annotation
(manual annotation) and a very large part without annotation. We will evaluate both with regard
to

• comprehensive identification

• subset localization, in order to be able to include algorithms developed for specific organs
as a secondary task within the competition

The evaluation will be done in four steps:

1. Evaluating only participant annotations for which gold manual annotation exists to get
scoregold .

2. Generating a silver corpus from participant annotations based on the results of step 1
(scoregold)
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3. Evaluating the rest of the participant annotations against the silver corpus to get scoresilver

In the next sub sections we will describe each of these steps as well as how to obtain scores
from metrics and end scores from partial scores.

4.4.1 Evaluation stage 1

Participant annotations of data for which gold annotations exist, will be evaluated against these
gold annotations. As a result of this step, each participant algorithm will be assigned a score
(scoregold). Scores will be at both participant and structure level: scores on participant level
have the goal to determine the best algorithm all-around while score at structure level determine
the best algorithm in annotating a particular organ. Scores at structure level will be also used in
generating the silver corpus considering that some algorithms work better on certain anatomical
structures than others, and thus each participant will be given a score at structure level which
will then be used as a reliability measure of a particular participant and a particular structure
that is considered in the process of silver corpus fusion. If necessary, several structures may
be merged to a single group (structure), which will be then additionally evaluated as a single
structure. This will be for example the case, if two or more structures are difficult to separate
by most of the participant algorithms.

4.4.2 Generating the Silver corpus

The portion of test data for which no annotation exists will be automatically annotated based
on the participant entries to generate a large silver corpus: A heuristic will be applied on entries
provided by participants to automatically merge them through a probabilistic metric taking the
following into account:

1. agreement between the different participant algorithms: the higher the agreement on par-
ticular annotations, the more likely is that this annotation will be incorporated into the
silver corpus

2. initial scores (scoregold) from the first evaluation stage: when merging annotations be-
longing to a particular structure, annotations of participants will be weighted in voting
according to their score regarding this structure

A similar approach for generating a silver standard corpus from participant annotations was
used by CALBC [17] with the difference that CALBC used a consensus model as a reference
(annotations with high participant agreement) to measure the precision of each participant be-
cause CALBC silver standard corpus was built from pure automatic annotations. As we will
have a gold portion of the test data, we will use this as a reference to measure participant reli-
ability which is then used to generate the silver corpus. The details of silver corpus generation
are subject of deliverable D3.3.

4.4.3 Evaluation stage 2

Once the silver corpus is generated, participant data are evaluated against the silver annotations
to get new scores (scoresilver). These scores will be also published as additional information on
the performance of the participant algorithms and also on the performance of the silver corpus.
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4.5 Evaluation metrics
There are many metrics that have been used in domains with similar tasks. We will consider
these metrics as a pool of candidate metrics and we will select a subset of them. This metrics
selection will be published by the time of opening the benchmark. Selecting the metrics will be
based on the following criteria:

• At least the silver annotations will be expressed as probability maps which means that
image segmentation will have fuzzy membership to structures at voxel level. There will
be at two type of metrics.
Type-I: metrics that directly deal with fuzzy segmentations, and
Type-II: metrics that are calculated relative to an estimated hard truth, which is obtained
by averaging the probabilistic segmentations and extracting the level-set at a determined
optimal threshold.

• Metrics from various categories will be selected, that is metrics from the following cat-
egories will be included (1) distance-based metrics, (2) spatial overlap metrics, and (3)
probabilistic and information theoretic metrics

• The most suitable metrics from the pool will be selected: The suitability will be decided
according to the results of an analysis that is being performed on participant results from
a similar domain, that is the brain segmentations from the BRATS12 challenge [2] in
relation to the metric candidates

4.5.1 Metric candidates

Metrics in Table 1 will be the candidates from which we will select a subset to be used for eval-
uation in the challenge. The selection will be according to the guidelines mentioned previously.
The selection of the candidates in the Table was according to a literature research: a metric was
only included if there are at least two papers that describe its usage in the same domain, i.e.
segmentation of medical volume images. Metrics with low use (less than two papers) were not
included.

5 Conclusion
This document describes the goals of the first challenge in VISCERAL, and explains the eval-
uation protocol for the participant algorithms. The goal of the challenge is to provide data and
evaluation for a wide range of algorithms that perform segmentation and localisation in medical
imaging data. The evaluation tasks are designed so that both groups specializing on individual
organs, as well as groups, who aim at developing basic methodology can make use of the data
and evaluation.

Page 12 of 15



D4.1 Definition of the evaluation protocol and goals for Competition 1

metric reference category
Dice [21] [22] [13] [3]

[7] [11] [20] [1]
2

Hausdorff distance [2] [6] [15] [7] [1]
[12]

1

Jaccard [2] [7] [18] [19] 2
Sensitivity [2] [22] [11] 2,3
Specificity [2] [22] [11] 2,3
Consistency Error [14] [18] 2
Volumetric Similarity [18] [19] [1] [4] 2
Mutual Information (MI) / Variation of Infor-
mation (VOI)

[22] [8] [18] 3

Probabilistic Distance [6] [7] 3
Cohens kappa [2] [21] 3
ROC curve (AUC) [22] [9] 2,3
Average distance [2][12] 1
Rand Index RI/probabilistic RI [18] [19] 2,3
interclass correlation coefficient [6] [5] 3
Mahalanobis Distance [16] [4] 3
coefficient of variation [7] [10] 3

Table 1: Metric Candidates: the column reference shows papers where the metric has
been used in evaluation of medical volume segmentation, category assigns the metric to
(1) distance-based metrics, (2) spatial overlap metric, or (3) probabilistic and information
theoretic metrics
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